A Deploying SUSE K3s 3-Node Cluster with Rancher on Ampere® Altra® Platforms
Getting Started Guide

AMPERE. November 7, 2022

Overview

This tutorial guide intends to explain the deployment of SUSE K3s 3-node compact cluster on the Ampere® Altra® platform. The
installation of Rancher for K3s cluster management, Longhorn for block storage, Nginx Ingress Controller for ingress, and Prometheus
and Grafana for collecting and presenting metrics are described in the following sections.

K3s is a CNCF sandbox project that delivers a lightweight certified Kubernetes distribution. There is SUSE Rancher for managing and
running production workloads across the cluster.

The diagram below shows the network overview with four nodes: K3s 3-node cluster and a bastion node.

For running Video-on-Demand service workload on the cluster, use Nginx Ingress Controller instead of Traefik as the ingress service, and
the named (from BIND) is deployed on the bastion node for the ingress endpoints of two pods of the Nginx web server and Nginx VOD
container.

Figure 1: Network Overview of SUSE Rancher K3 3-node Cluster
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Prerequisite:
A DNS service like BIND (named) runs on the bastion node.

Setup Instructions

Refer to the following steps to install K3s without Traefik:

1. Forthe servers provisioned with SUSE Linux Enterprise (SLE) Micro 5.2, ensure the drives for NICs are up to date.

If you want to deploy K3s on other Linux distributions, refer to https://www.suse.com/suse-rancher/support-matrix/all-supported-
versions/rancher-v2-6-5/ for the Rancher K3s support matrix.
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2. Deploy K3s on the first node (nodel) and disable “traefik.”

Based on the support matrix, choose K3s version 1.23.6+k3s1.

nodel ~$ export INSTALL K3S EXEC="server --no-deploy traefik --cluster-init --write-kubeconfig-
mode=644"

nodel ~$ export K3s VERSION="v1.23.6+k3sl"

nodel ~$ curl -sfL https://get.k3s.io | \

INSTALL K3S VERSION=${K3s VERSION} \

INSTALL K3S EXEC=${INSTALL K3S EXEC} \

sh -s -

3. For the servers provisioned with SLE Micro 5.1 or later, reboot the system when the K3s installer shell script completes the
installation.

$ sudo reboot

4. Retrieve the access token for the K3s cluster when the system is up and running.

nodel ~$ sudo cat /var/lib/rancher/k3s/server/node-token
XXXXXXXKXKXXKKXKXXXKXKXXXKX XXX XX KKK XKXKXKKKK : $ SETVET : XXXXXXXXXX XXX XXX XX XXX XXKXXXXKXXXKXKXXKKXKK

5. Onthe other two nodes (e.g., node2 and node3), clean up the previous installation of K3s, if any.

node2 ~$ sudo /usr/local/bin/k3s-uninstall.sh
node2 ~$ sudo reboot

6. Add NODE_TOKEN and FIRST_SERVER in the script to include the two nodes into the cluster with the first node. Install K3s on the
other node.

node2 ~$ export INSTALL K3S EXEC="server --no-deploy traefik"

node2 ~$ export FIRST SERVER IP="10.76.85.101"

node2 ~$ export

NODE TOKEN="XXXXXXXXXXXXXXXXXKXXXXXXXXXXXKXXKXXKXXKXKX:!SEIrVEr : XXXXXXXXXXXXXXXXXXXXXXKXXXKXXXXKXKXXXXKXXK

node2 ~$ export K3s VERSION="v1.23.6+k3sl"

node2 ~$ curl -sflL https://get.k3s.io | \
INSTALL K3S VERSION=S${K3s VERSION} \
K3S URL=https://${FIRST SERVER IP}:6443 \
K35 TOKEN=S${NODE TOKEN} \
K3S_KUBECONFIG MODE="644" INSTALL K3S EXEC=${INSTALL K3S EXEC} \
sh -

7. Repeat step 3 (for the servers provisioned with SLE Micro 5.1 or later, reboot the system when the K3s installer shell script
completes the installation). Otherwise, the cluster should be up and running.

node?2 ~$ sudo reboot
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8. Execute kubectl to check the nodes’ readiness. If their status is “Ready,” a 3-node compact cluster is ready!

nodel ~$ kubectl get nodes

NAME STATUS ROLES AGE VERSION
nodel Ready control-plane,etcd, master 55m v1.23.6+k3sl
node?2 Ready control-plane,etcd, master 31lm v1.23.6+k3sl
node3 Ready control-plane,etcd, master 10m v1.23.6+k3sl

9. To access the k3s cluster from the bastion node, the k3s.yaml is under /etc/rancher/k3s. Replicate it under your home directory
as ~/.kube/config.

nodel ~$ cp /etc/rancher/k3s/k3s.yaml ~/kubeconfig

nodel ~$ scp ~/kubeconfig altrauser@10.76.85.104:./.kube/config
nodel ~$ ssh altrauser@l10.76.85.104

[altrauser@mtsnow ~]$ kubectl get node

NAME STATUS ROLES AGE VERSION

nodel Ready control-plane, etcd, master 6h15m v1.23.6+k3sl
node?2 Ready control-plane, etcd, master 5h39m v1.23.6+k3sl
node3 Ready control-plane, etcd, master 5h26m v1.23.6+k3sl

Install Nginx Ingress Controller on K3s

1. Since there is no Traefik as an ingress controller, choose the right version of the Nginx Ingress Controller for supporting K3s.

In this PoC, it is version 1.1.0. It will create an ingress-nginx namespace. Also, you will need a patch for this deployment using a DNS load
balancer.

$ kubectl apply -f https://raw.githubusercontent.com/kubernetes/ingress-nginx/controller-
vl.1.0/deploy/static/provider/baremetal/deploy.yaml

$ cat > ingress.yaml <<EOF

spec:

template:

spec:

hostNetwork: true

EOF

$ kubectl patch deployment ingress-nginx-controller -n ingress-nginx --patch "$(cat
ingress.yaml)"

deployment.apps/ingress-nginx-controller patched

2. Inthe DNS load balancer use case, increase the number of ingress-nginx-controller pods to 3 by editing the “replicas” to 3.

$ kubectl get deployment -n ingress-nginx

NAME READY UP-TO-DATE AVAILABLE AGE
ingress-nginx-controller 1/1 1 1 19s

$ kubectl edit deployment ingress-nginx-controller -n ingress-nginx

#

apiVersion: apps/vl
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kind: Deployment
metadata:
annotations:
deployment.kubernetes.io/revision: "2"

generation: 8

labels:
app.kubernetes.io/component: controller
app.kubernetes.io/instance: ingress-nginx
app.kubernetes.io/managed-by: Helm
app.kubernetes.io/name: ingress-nginx
app.kubernetes.io/version: 1.1.0
helm.sh/chart: ingress-nginx-4.0.10

name: ingress-nginx-controller

namespace: ingress-nginx

spec:
progressDeadlineSeconds: 600
replicas: 3 #### <--- here
revisionHistoryLimit: 10
selector:
matchLabels:
app.kubernetes.io/component: controller
app.kubernetes.io/instance: ingress-nginx
app.kubernetes.io/name: ingress-nginx
strategy:
rollingUpdate:
maxSurge: 25%
maxUnavailable: 25%
type: RollingUpdate
template:
metadata:
creationTimestamp: null
labels:
app.kubernetes.io/component: controller
app.kubernetes.io/instance: ingress-nginx

app.kubernetes.io/name: ingress-nginx

3. Verify the deployment update is complete and ensure an ingress-nginx-controller is on each node.

$ kubectl get deployment -n ingress-nginx

NAME READY UP-TO-DATE AVAILABLE AGE
ingress-nginx-controller 3/3 3 3 1m

$ kubectl get pods -n ingress-nginx

NAME READY STATUS RESTARTS AGE
ingress-nginx-admission-create-jmbnd 0/1 Completed 0 1m
ingress-nginx-admission-patch-c8wt8 0/1 Completed 1 1m
ingress-nginx-controller-7b8496bf47-59r5q 1/1 Running 0 50s
ingress-nginx-controller-7b8496bf4d7-1tp6r 1/1 Running 0 50s
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ingress-nginx-controller-7b8496bf47-vm5hs 1/1 Running 0 1m

$ kubectl get pods -n ingress-nginx -o wide

NAME READY STATUS RESTARTS AGE IP NODE
NOMINATED NODE READINESS GATES

ingress-nginx-admission-create-jm5Snd 0/1 Completed 0 2m 10.42.2.4
node3.k3s.hhii.amp <none> <none>

ingress-nginx-admission-patch-c8wt8 0/1 Completed 1 2m 10.42.2.5
node3.k3s.hhii.amp <none> <none>

ingress-nginx-controller-7b8496bf47-59r5q 1/1 Running 0 1m 10.76.85.101
nodel.k3s.hhii.amp <none> <none>

ingress-nginx-controller-7b8496bf47-1tp6r 1/1 Running 0 1m 10.76.85.102
node2.k3s.hhii.amp <none> <none>

ingress-nginx-controller-7b8496bf47-vm5hs 1/1 Running 0 2m 10.76.85.103
node3.k3s.hhii.amp <none> <none>

Note: For other instructions, create a new namespace like nginx-ingress for all namespaces or pre-defined namespaces. In this case,
the ingress-nginx namespace is created and used.

Install Rancher

In this instruction, use docker to run the rancher v2.6.4 container image on ports 443 and 80 by referring to the following steps.
Note: A bootstrap password is required to access the Rancher web Ul.

For the production, run Rancher on a 3-node K8s cluster for High Availability (HA) instead of a single node or VM with docker.

$ sudo docker run -d --restart=unless-stopped -p 80:80 -p 443:443 --name rancher26 --
privileged rancher/rancher:latest
$ docker ps

CONTAINER ID IMAGE COMMAND CREATED STATUS PORTS

NAMES

fbf6db201863 rancher/rancher:latest "entrypoint.sh" 2 minutes ago Up 2 minutes
0.0.0.0:80->80/tcp, :::80->80/tcp, 0.0.0.0:443->443/tcp, :::443->443/tcp rancher26

$ docker logs rancher26 2>&1 | grep "Bootstrap Password"
2022/05/11 03:47:24 [INFO] Bootstrap Password: XXXXXXXXXXXXXXXXXXXX
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Import K3s Cluster to Rancher

1. Login to Rancher web Ul. Click Import Existing.
Figure 2: Rancher - Dashboard of Clusters
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2. Click Generic.

Figure 3: Import K3s as a Generic Kubernetes to Rancher
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3. Enter the Cluster Name and Description.

Figure 4: Import Generic Information
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4. Refer to the following command to import k3s cluster to the Rancher:

$ curl --insecure -sflL https://10.76.85.165/v3/import/
xxxxxTwgbrrrpjftdgvzblksc9xzjchvl22xxxx c-m-9xrzlsgd.yaml | kubectl apply -f -
clusterrole.rbac.authorization.k8s.io/proxy-clusterrole-kubeapiserver created
clusterrolebinding.rbac.authorization.k8s.io/proxy-role-binding-kubernetes-master created
namespace/cattle-system created

serviceaccount/cattle created
clusterrolebinding.rbac.authorization.k8s.io/cattle-admin-binding created
secret/cattle-credentials-b36fb99 created
clusterrole.rbac.authorization.k8s.io/cattle-admin created

Warning:
spec.template.spec.affinity.nodeAffinity.requiredDuringSchedulingIgnoredDuringExecution.nodeSel
ectorTerms [0] .matchExpressions[0] .key: beta.kubernetes.io/os is deprecated since v1.14; use
"kubernetes.io/os" instead

deployment.apps/cattle-cluster—-agent created

service/cattle-cluster—-agent created
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5. After a few minutes, the cluster appears on the dashboard.
Figure 5: List of Clusters on the Dashboard

Clusters 2 Import Existing m

State Name o Provider «% Kubernetes Version CPU Memory Pods
Active k3s-pocl k3s v1.23.6+k3s1 0.2/480 cores 140 MiB/373 GiB 7/330
Active local k3s v1.22.7+k3s1 0.1/8 cores 70 MiB/16 GiB 5/110

6. Inthe cluster view, there are 3 nodes with the Kubernetes version 1.23.6+k3s1.

Figure 6: Nodes Page
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Control Plane, Etcd v1.23.6+k3s1 None /10.76.85.103 () Lirmex Qo7 | 2.1% 0% 2.5 hours

Install Longhorn for Block Storage

1. Foraclean deployment, clean up the target storage(s) for the Longhorn storage cluster using the following script with root
permission.

Note: You can add more storage devices in the loop if needed.

$ sudo su -

S for DISK in "/dev/nvmelnl" "/dev/nvme2nl" "/dev/nvme3nl"

do echo $DISK && \

sgdisk --zap-all $DISK && \

dd if=/dev/zero of="S$DISK" bs=1M count=100 oflag=direct,dsync && \
blkdiscard $DISK
done
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2. Make partitions on target storage(s) and format the partitions in xfs.

sudo fdisk /dev/nvmelnl
sudo fdisk /dev/nvme2nl
sudo mkfs.xfs /dev/nvmelnlpl -f

v A U W

sudo mkfs.xfs /dev/nvme2nlpl -f

3. Create mount points and edit /etc/fstab for the mount points.

$ sudo mkdir -p /var/lib/longhorn
$ sudo mkdir -p /var/lib/longhorn2

$ sudo vi /etc/fstab

##add the line below

/dev/nvmelnlpl /var/lib/longhorn xfs defaults 0 1
/dev/nvme2nlpl /var/lib/longhorn2 xfs defaults 0 1
## save the file and quit vi editor

4.  Mount the storage devices to the mount points.

$ sudo mount /var/lib/longhorn/
$ sudo mount /var/lib/longhorn2/
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5. Click Longhorn from Apps & Marketplace > Charts to install Longhorn charts for block storage.

Figure 7: Charts Tab
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6. For servers provisioned with SLE Micro,
e Ensure open-iscsi has been installed.
e iscsid daemon is running on all nodes of the Kubernetes cluster.
If not, execute the following command to install:
$ sudo transactional-update pkg install open-iscsi
## after installation complete
$ sudo reboot
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7.

Click Install to deploy the Longhorn charts.

Figure 8: Longhorn Charts Deployment
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on multiple nodes. The storage controller and replicas are themselves orchestrated using Kubernetes. Longhorn supports snapshots, 1 Thu, Feb 24 2022
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8.

After choosing the preferred customization on Step 2 page, click Install to complete the deployment.

There will be a chart console showing up the deployment process on Rancher.

Figure 9: Longhorn Charts Deployment: Step 2
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9. Once the deployment is completed, the Longhorn page appears on the left-side navigation bar. Click Longhorn.

Figure 10: Longhorn Overview Page
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10. The Longhorn storage console opens on another tab. Click Node for adding the drives to the Longhorn cluster.
Figure 11: Dashboard Tab of the Longhorn Console
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11. For node 1 from the Operation column drop-down, click Edit node and disks to add the second drive on each to the Longhorn

cluster.
Figure 12: Node Tab of the Longhorn Console
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12. A dialog window appears for the node.
a. Click Add Disk.
b. Enter the name of the disk. For example, nodel-disk1.
c. Enterthe path (/var/lib/longhorn2/) for the new drive mounted.
d. Select Enable under Scheduling to make the new drive functional in the cluster.
e. Click Save.
Figure 13: Dialog Window for the Node
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13. Once it saves the new drive information, the Node tab displays the updated node's capacity.

Figure 14: Node Tab of the Longhorn Console with the Updated Node’s Capacity
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14. Repeat steps 11- 13 for the other nodes.
Figure 15: Dialog Window for Other Node
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Figure 16: Node Tab of the Longhorn Console with the Updated Node’s Capacity
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15. Once the new drives are added to the cluster, the Dashboard displays the total storage capacity to be scheduled in the Longhorn
cluster.

Figure 17: Dashboard Tab of the Longhorn Console with the Total Storage Capacity
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16. If you add new drives for each node later, mount them on /var/lib/longhorn3 and repeat steps 11- 13 to extend the storage
capacity.
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Install Prometheus and Grafana with PVC

Prerequisite:

Ensure Longhorn service is up and running to enable persistent volumes for Prometheus and Grafana.

1. Click Monitoring from Apps & Marketplace > Charts to install Monitoring charts.

Figure 18: Charts Tab to Install Monitoring
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Alertmanager

CIS Benchmark

The cis-operator enables running CIS
benchmark security scansona
kubernetes cluster

B

External IP' Webhook

Deploy the external-ip-webhook to
mitigate kBs CVE-2020-8554

Harvester CSl Driver
AHelm chart for Harvester CSI driver

Istio

A basic Istio setup that installs with the
istioct]. Refer to httpsy/istiojo/latest/
for details.

Logging

Collects and filter logs using highly
eonfigurable CRDs. Powered by Banzai
Cloud Logging Operator.

Depioys on Windows.

Monitoring

Collects several pflatedNjelm charts,
Grafana dashbeprds, andPrometheus
rules combined it mentation...

OPA Gatekeeper

Modifies Open Policy Agent's upstream
gatekeeper chart that provides policy-
based control for cloud native...

B

rancher-wins-upgrader

Manages upgrading the wins server
wversion and configuration across all of
your Windows nodes

Windows GMSA

Ambassador Edge Stack

artifactory-ha
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2. Click Install to deploy the Monitoring charts.
Figure 19: Monitoring Charts Deployment

= k3s-pocl All Namespaces o L 4 N E a9 »0

£

| B |

Cluster -
Workload ” | All charts have at least one version that is installable on chusters with Linus and Windows nodes unless othorwise indicated. X
Apps & Macketplace ~
i . @) Charts: Monitoring (100.1.2+up19.0.3) =
Storage v Collects several related Helm charts. Gratana dashboards. and Prometheus rules combined with documentation and scripts to provide easy 10 operate end-to-end Kubernetes chuster monitoring with Prometheus using the

Prometheus Operator.
Longhorn
Mare Resources. This chart is based on the upstream kube us k chart. The chart deploys F et Dperator and its CRDs along with Grafana, Pro: us Adapter and Chart Versions

. i
zﬂ:[l:(o;: I::\I:ar(s / Kubernetes manifests to &1ll'ltl metrics. It allows users to monitor their Kubcmc-le; clusters, view metrics in Grafana dashboards, .ma set up alerts and 100.12+6p1903  Wed Mar 302022

> Thu, Feb 24 2022
For more information on how to use the feature, refer to our docs. p 16 Thu, Feb 24 2022

The chart installs the following components:

. « The operator provides easy monitoring definitions for Kubernetes services, manages f cus and AlortManager instances, and adds default scrape targets forsome  Application Version
Klﬁrrnﬂl‘! twwm:‘
. A collection of community curated Kubernetes manifests, Gralans Dashbosrds, and PrometheusRules that deploy 3 defaull end to-end cluster monitoring configuratan. 0500
- Gratana allows 3 user to create / view dashboards based on the chuster metrics collected by Prometheus
er /& fra These charts monitor varkous Kubernetes components across different Kuberneotes cluster types. Home
. P thews A - The adagpter allows. 2 user (o expose custom maetrics, resource metrics, and external metrics on the default P/ instance to the Kubernetes AP Server,

For mone information. review the Helm README of this chart.

4—%

3. Under Edit Options tab enter the preferred customization on Step 2 page. Click Install to complete the deployment.

Upgrading from 100.0.0+up16.6.0 to 100.1.0+up19.0.3 Maintainers

Figure 20: Monitoring Charts Deployment: Step 2

“am
= k3s-pocl AllNamesoaces v 2 » m @ o I+.
Chister -

| All charts have ot least one version that is s with Linux and’ nedes unless otheneie indicated x
Workload
Apps & Marketplace - ot

0 Monitoring  Install: Step 2 Lo} [ Lo}
Service Discovery - 100.1.2+up190.3  Change how the App works il ’ Mgk Options
Storage -
Longhorn

| Configure Values used by Helm that help define the App.
Y oo, o =

Gener
I General

More Resources -

nitoring Cluster Roles 8 Aggregate to Default Kubernetes Roles

© Cluster Tooks ﬂ
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4. To configure Prometheus option,
a. Check Persistent Storage for Prometheus.

b. Choose longhorn from the Storage Class Name drop-down.
Figure 21: Prometheus Configuration

T
= k3s-pocl Al Namespaces. v + r ] B o : l+l
Cluster v
Workdoad & | All charts have at least one version that is installable on chusters with Linux and Windows nodes unbess otherwise indicated. ®
Apps & Markotplace S
0 Monitoring  Install: Step 2 o ® o
Service Discovery 100.1.2+up190.3  Change haw the App work Metsdsta Helm Options
Storage
Longhorn Reter Retent
10d 50GiB
Mare Resources
Resource Limits
Raquest ) R '
750m 1750Mi
1000m 3000Mi
P
50Gi & 2~
@
W
Selector
M you are using 3 dynamic provisioner (€. Longhorn), no Selectors should be specifsed since 3 PVIC with a non-empty selector can't have a PV dynamically provisioned for it
B Cluster Tools u
. v
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5. To configure Grafana option,
a. Check Enable with PVC Template.
b. Enter 50Gi as the Size field.
c. Choose longhorn from the Storage Class Name drop-down.
d. Choose ReadWriteOnce” from the Access Mode drop-down.
e. Click Next to Step 3.

Figure 22: Grafana Configuration

.

= k3s-pocl All Nsmespaces v 1+ » B @ P i I+I
Cluster v

N . | Al charts have at least one version that i installable on chusters with Linux and Windows nodes unless otherwise indicated x
Ao & Marketplace L

0 Monitoring  Install: Step 2 o L] o
Service Discovery - 100.1.2+up19.0.3 ange how the App work Metadata v Helm Options
Storage -
1, | Confeure alues used by Hetm that hel cefine the Ags.

Langhorn "%
Maore Resources A Edit YAML Compare Changes m

Grafana
Configure Grafana

Grafana Storage

Disabled
@ Erablo with PVC Template
Enable with StatefulSet Tomplate

50Gi longhorn

PVC Finalizers

© Cluster Tosls
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6. On Step 3, review the check boxes for additional deployment options and the timeout option. Click Install.
Figure 23: Additional Deployment Options

, -

= k3s-poci All Namespaces ~ T . & B Jo] H

Cluster .

Workd | All charts hawve at least one version that ks installable on clusters with Linux and Windows nodes unless otherwise indicated. x
for ioad

Apps & Marketplace

Monitoring Install: Step 3 o e L]
Service Discovery . 100.1.2+up19.03 - deploy Matadet Vaues
Storage
Longhorn

| Supply additional deployment options.
More Resaurees “

cooe

& Chster Tools
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7. During installation, the Installed Apps page appears with the installation status.

Figure 24: Installed Apps Page with Installation Status

Clus!

Worl

o

St

ter

kload

harts.

Repositories

k3s-pocl

Apps & Marketplace

= Installed Apps

Recent Operations

Service Discovery

€ Cluster Tools

W install cattle-monitoring-system:rancher-monitoring (x) &

All Namespaces

Aninstalied application is a Helm 3 chart that was installed either via our charts or through the Helm CLI
Installed Apps
£ Download YAML B Delete
State Name Chart
Namespace cattie-fleet-system

t-agent-k3s-pocl fleet-agent-kIs-poc 1:0.0.0+5-d333ac

Upgradable

Resources Age

Smins.

-

Mon, Jul 25 2022 9:07:07 am helm upgrade --install=true --namespace=cattle-monitoring-system —timeout=10m@s --values=/home/shell/helm/values-rancher-monitoring-crd-100.1.2-upl9.0.3.yaml ==
version=1080.1.2+up19.0.3 —wait=true rancher-monitoring-crd /home/shell/helm/rancher-monitoring-crd-180.1.2-upl9.0.3.tgz

Mon, Jul 25 2022 am Release "rancher-monitoring-crd" does not exist. Installing it now.

Mon, Jul 25 2022 am We725 16:07:88.911773 39 warnings.go:78) policy/vlbetal PodSecurityPolicy is deprecated in v1.21+, unavailable in v1.25+

Mon, Jul 25 2022 am creating 5 resource(s)

Mon, Jul 25 2022 am WOT25 16:07:09.361733 39 warnings.go:78] policy/vibetal PodSecurityPolicy is deprecated in v1.21+, unavailable in v1.25+

Mon, Jul 25 2022 am beginning wait for 5 resources with timeout of 10més

Mon, Jul 25 2022 am Starting delete for "rancher-monitoring-crd-create” Job

Mon, Jul 25 2022 am jobs.batch “rancher-monitoring-crd-create” not found

Mon, Jul 25 2022 am creating 1 resource(s)

Mon, Jul 25 2022 am Watching for changes to Job rancher-monitoring-crd-create with timeout of 1@m@s

Mon, Jul 25 2022 am Add/Modify event for rancher-monitoring-crd-create: ADDED

Mon, Jul 25 2022 am rancher-monitoring-crd-create: Jobs active: @, jobs failed: @, jobs succeeded: @

Mon, Jul 25 2022 am Add/Modify event for rancher-monitoring-crd-create: MODIFIED

Mon, Jul 25 2022 am rancher-monitoring-crd-create: Jobs active: 1, jobs failed: @, jobs succeeded: @

a. Check Longhorn Dashboard, you will see 2 volumes In Progress.

Figure 25: Longhorn Dashboard
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|
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8.  When the installation is complete, a SUCCESS message appears on the Installed Apps page.
Figure 26: Installed Apps Page with the Success Message

- . '+'
= k3s-poct All Namespaces b - S [ ] 5B o i i
Instaliea Apps
Cluster pp
Tiutieoad 4 3 Download YAML 8 Deiete - n
Apps & Marketplace -
Charts State Name Chart Upgradable Resources Age
= Installed Apps 5
Reposiories B cattle-fleet-system
Recent Operations 2
Sarios acary ) adl) t-h3s-poe 1 fleet-agent-k3s-pocl:0.0.0+s-d333ac & 7 mins
Storage -
e Mamespace: cattie-monitoring-system
Monitoring -
Longhorn erm rancher-monitoring 100.1.2+up19.0.3 163 1.2 mins
More Resources v
rancher-monitoring-crd:100.1. 2+up19.0.3 5 1.5 mins
«: longhorn-system
—
longhorn: 100.1.2+up1.2.4 18 4.9 mins
© Cluster Tools
longhorn-crd:100.1 2+up1.2.4 15 4.9 mins

Binstall c itoring-systemcrancher-monitoring (X) ¢

Mon, Jul 25 2022 9:08:38 am REVISION: 1

Mon, Jul 25 2022 TEST SUITE: None

Mon, Jul 25 2022 NOTES:

Mon, Jul 25 2022 rancher-nonitoring has been installed. Check its status by running:

Mon, Jul 25 2022 kubectl ——namespace cattle-monitoring-system get pods -1 "release=rancher-monitoring”
Mon, Jul 25 2022
Mon, Jul 25 2022
Mon, Jul 25 2022
Mon, Jul 25 2022
Mon, Jul 25 2022

Visit https://github.com/prometheus-operator/kube-prometheus for instructions on how to create & configure Alertmanager and Prometheus instances using the Operator.

___________________________________________________________________ L3

SUCCESS: helm upgrade stallstrue —-namespacescattle-monitoring=-system =-timeout=18m@s --valuess/home/shell/helm/values=rancher-monitoring=108.1.2-upl19.9.3.yaal -—
versions100.1.2+up19.9.3 —waitstrue rancher-monitoring /home/shell/helm/rancher-monitoring-100.1.2-up19.0.3.tg2
Man, Jul 25 2822 9iBBI3B BM = e e e e e e e e e e e e e e

o ] - |

9. The Monitoring page appears on the left-side navigation bar. Click Monitoring to access the Dashboard.
Figure 27: Dashboard of Monitoring

= K3s-pocl Only User Namespaces v b N 1] B 0 sl
™
Cluster
Dashboard
Workload
Powered By: Prometheus
Apps & Marketplace v
Service Discovery » r_\
P— " 9 Alertmanager () Grafana
Monitoring 2 Active Alerts Metrics Dashboards
Monitors
Routes and Receivers
9 Prometheus Graph ? 9 Prometheus Rules
Advanced v
Longhorn PromQL Graph Configured Rules
More Resources v

0 Prometheus Targets

Configured Targets
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10. Click Grafana.

11. The Grafana web application opens on a new tab of the browser.
Figure 28: Grafana Web Console

Welcome to Grafana Need help? pocy

CPU Utikzation Memary Utiization Disk Llization

CPU Used Mermory Uied Mermory Total Dk Used

O 0 0 o

CPU Usage

Disk Usage

o .

About Rancher Monitoring

Rancher Mondorng I 5 chart developesd b
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12. After a few minutes, the charts display the history of telemetries and utilizations.

Figure 29: Grafana Charts with Telemetries and Utilizations Data

19 88 General / Home <&

Welcome to Grafana Need help? pocumentation Tutorials Community Public Slack

CPU Unilization Mameory Utilization

CPU Used CPU Total Memory Used Memory Total Disk Used Disk Total

2.37 cores 384.00 cores 26.05GiB 752.30 GiB 115.18 GIB 8.65TiB

Memory Usage Disk Usage

Dashboards

About Rancher Monitoring

Rancher Mon

Homae
project.
Rancher / Cluster (Nodes)
. please view the CHA d of the rancher
Kubernetes / Compute Resou

Kubenetes / Compute R lode | For more information about ure Rancher M please view the

Kubes mpute Resources / Namesp:

Notes:

e |f you want to re-install K3s on any node, clean up the node by uninstalling K3s and the drives for Longhorn storage service:

sudo su -
/usr/local/bin/k3s-uninstall.sh
umount /dev/nvmelnl /dev/nvme2nl /dev/nvme3nl
for DISK in "/dev/nvmelnl"™ "/dev/nvme2nl" "/dev/nvme3nl"
do echo $DISK && \
sgdisk --zap-all $DISK && \
dd if=/dev/zero of="$DISK" bs=1M count=100 oflag=direct,dsync && \
blkdiscard $DISK
done

Ur W Uy

e If youinstall K3s on SLE Micro v5.1 or later, reboot the system to complete the transaction update.

$ reboot

e The cluster is gracefully shutdown by the following steps:
a. Login to the nodes through SSH or cockpit web console.
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b. Forroot privileges, execute the sudo command.

$ sudo su -

#

c. Shutdown K3s on each node.

# k3s-killall.sh

d. Wait for the script to complete its jobs.
e. Shutdown the nodes by entering:

‘ # poweroff ‘

or

‘ # shutdown -h now ‘

The rancher console displays the state of the cluster is Unavailable.

Figure 30: Rancher Console

=¥ RANCHER

Welcome to Rancher

¥ . +
Learn more about the improvements and new capabilities in this versien.
Clusters 2 Import Existing | Create |
State Name Provider Kubemetes Version CcPU Memory Pods
[ Unavailable J=BERST ks w1.23.6+k3s1 97.31/384 cores 271GiB/752GiB 83/330
Cluster agent is not connectod
k3s ¥1.22.7+k3s1 0.1/8 cores 7OMIB/31GiB 5/110
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